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ECE 313
In-Class Activity 4

Write your name and UID here:

Ql.
(a) Find P(X > VY) if X and Y are jointly distributed with PDF
fGy)=x+y, 0<x<1,0<y<Ll
(b) Find P(X? < Y < X) if X and Y are jointly distributed with PDF
fx,y)=2x, 0<x<1,0<y<L1l

Ce NS
a. P(X>\/}_/):f0 fﬁ(m—l—y)dmdy: 2—%

b. P(X2 <Y < X) = [y [V 20dudy = L.

Q2. Let X, Y, and Z be independent uniform(0,1) random variables.
(2) Find P(; < t) and P(XY < ).
(b) Find P (X < t).

it t>1
Py 1) = {§+(1—t) t<1
P(XY <t) = t—tlogt 0<t<l.
b.
1
P(XY]Z<t) = /P(Xygzt)dz

0
Jy [+ (1= 2)] dz ift<1
S+ (-] det [l hde e <1

{1—15/4 ift<1
= 1 1 . .
t— g +alogt ift>1
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Q3. Suppose the distribution of Y, conditional on X = x, is N(x, x?) and the marginal
distribution of X is uniform(0,1).

(a) Find E(X), Var(Y) and Cov(X,Y).
(b) Show that whether Y /X and X are independent or not.

1

EY = E{E(V|X)} = BEX = o.
VarY = Var(E(Y|X))+E(Var(Y|X)) = VarX +EX? = 1%4—% = %
EXY = E[E(XY|X) = E[XE(Y|X) = EX?
1 /1y’ 1
Cov(X,Y) = EXY -EXEY = 7—<7> = —.
3 \2 12

b. The quick proof is to note that the distribution of Y'|X = z is n(1, 1), hence is independent
of X. The bivariate transformation ¢t = y/x, u = x will also show that the joint density
factors.



