ECE 120: Introduction to Computing

The computer we're going to design has a lot
of places to store bits.

Each place stores 32 bits.

We need names for the places.

I came up with A, B, and C.

Any ideas? D? E? F?

Those are perfect! You're really good at this!
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We need 65,536.
So ... 65,530 more.
Please get out a sheet of paper.

I’d like each of you to come up
with 1,000 names.

Be sure not to use the same names
as anyone else.

Anyone have a better idea?
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Really?
Well, ok.
So ... 16-bit names for 65,536 places?
Kind of boring, no?

At least we save some paper!
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If we use bits for names,

owe can probably build a circuit

othat lets us read and write the bits
stored in each place.

Let’s call one of our “names” an address.

So we have 65,536 = 216 addresses.

At each address, we have 32 bits,
which we call the addressability.

When we want to read the bits at an address
o Tell the circuit the address we Want
> Then wait for bits to come out.

When we want to write bits to an address:
oTell the circuit the address we want, -
°And give the circuit the new bits. 'DATA-IN|

And we need to tell the circuit whether we
want to read or write (write enable).

ECE 120: Introduction to Computing © 2016 Steven S. Lumetta. All rights reserved.

Here’s how we might draw iN
the interface to our circuit.
5 . DATA-IN
Let’s call it a memory. | ApDR
The memory shown has —olwe  2xN
o2k addresses, —»lcs MmOy
ca k-bit ADDR input to DATA-OUT
specify an address, tN
o N-bit addressability,

o N-bit inputs and outputs for data, and
oa WE (write enable) input.
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CS means “chip select.” iN

If CS = 1, the memory DATA—IN

reads or write (as specified ¥ _|Appr

by WE: WE = 1 for a write, ~lwe  25xN

and WE = 0 for a read). —»|cs MmOy
If CS = 0, the memory DATA-OUT
does nothing. ¢N

CS 1s used to choose
amongst multiple chips.
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The memory that we discuss in our class is
called Random Access Memory, or RAM.

“Random access” means that

caddresses can be read/written
(accessed) in any order, and

othe time required to read/write an address
does not depend (much) on the address.

We consider only volatile forms of RAM,
which lose their bits if electrical power
is turned off.

Static RAM (SRAM)
o uses a two-inverter loop to store a bit
o retains bit indefinitely while powered

Dynamic RAM (DRAM)

ouses a capacitor to store a bit

o loses bit over time (even with electricity!),

> so must be refreshed (rewritten) periodically.

Both types are volatile. In other words,
both lose their bits when powered off.
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SRAM is

o faster, and

o uses the same semiconductor process as logic,
°but is much less dense.

DRAM is

o slower (refresh also interferes with use), and
ouses a separate process (different chips!)*,
°but is much more dense (more bits/chip area).

*IBM has hybrid processes, and the industry is investigating
3D die-stacking, which allows mixing semiconductor processes.

SRAM is prevalent on chip for small,
fast memory close to the processor(s),
such as caches.

DRAM is almost always
used for main memory.

If your desktop/laptop has 16GB
of memory, that’'s DRAM.

Many systems also have non-volatile
memory: Flash/SSD, magnetic storage/hard
drives, and/or optical storage/DVD drives.
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How to use memory: the interface that we
developed a few slides back.

The various terms that we just introduced.

A little bit about how memories are built
(SRAM and DRAM cells, use of decoders
to select cells, coincident selection).

How to build bigger memories out of
smaller ones (bigger can mean more
addresses or wider addressability, or both).

The real circuits that perform reads and
writes through the bit lines. These analog
circuits are beyond ECE120.*

Details of DRAM operation
(see Section 3.6.4* for a brief introduction).

*In next week’s discussion, you'll see some digital
approximations to these circuits with similar logical behavior.
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Here’s an SRAM cell. ‘

SELECT

You probably recognize
the part in the middle, L
which stores the bit.

Two n-type MOSFETs gir BIT
connect the two
inverters to the bit lines (BIT and BI'T’).

When SELECT =1, the bit
1s connected to the bit lines.

When SELECT = 0, this cell is disconnected.

ECE 120: Introduction to Computing

© 2016 Steven S. Lumetta. All rights reserved. slide 14

To write the bit, ‘ SHLTCT
obit lines are held at
opposite values, 1_
oforcing the inverters 1 0
to store the bit. BIT 0 BIT

This design does something we told
you never to do... wire together outputs!

Changing a bit means short circuits, so these
analog systems must be designed carefully!
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o bit lines are left
floating, and 1

o inverters drive the
stored bit onto the
bit lines.

=
|
=

BIT

To speed up reads,
o bit lines are pre-charged to V 4/2, and

o sense amplifiers (analog devices) amplify any
changes in voltage between bit lines to 0/1.

“I || “‘I“I ‘ SELECT

transistors
does this cell 1
contain?

°Two shown, and

octwo per inverter.
This design is called a 6T cell.

It balances speed and good reliability with
small size, and is one of the most common.

=
|
=

BIT
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(16 addresses, 1-bit addressability) marked
with the names from our symbolic version of

memory.

read
B and
) e O v e
1 logic
— D Q
——l
docoder EN WE
4
ADDR CS DATA-IN WE DATA-OUT
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/| read
B and
I - (EHELEDED | (|
logic
] D Q
il “M
4-to—16
dec‘()):ier EN WE
4
ADDR CS DATA-IN WE DATA-OUT
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Did you notice that there’s no clock?

Memory operates asynchronously

with respect to other

logic.

read

ccl cc! ccl cel] ..
0 1 2 3 12
!

B
13 T | Ths
B

and
write
logic

\\H ”M

4-to—-16
decoder EN
4

ADDR

CS DATA-IN

D Q

WE

WE DATA-OUT

Two approaches:

°the memory designer specifies a minimum
wait time (in the datasheet) for a read to
complete, or

°the memory raises an output (called R in
Patt and Patel) to indicate that it is Ready
for another operation.

You may also hear about Synchronous DRAM
(SDRAM), which clocks the interface between
memory and the processor to speed up moving
bits around. The cells are still unclocked.
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read
and
write
logic

D Q

WE

The same two approaches:
othe memory designer specifies a minimum
wait time (in the datasheet) for a write to
complete, or
°the memory raises an output (called R in
Patt and Patel) to indicate that it is Ready
for another operation.
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This 16x1 memory is a bit slice.
The number of bits in a real bit slice is larger.

They balance speed (few bits) against

Another major cost for long bit slices: the decoder.

How many gates in an N-to-2N decoder?
Around 2N (one AND gate per output).

size (few copies of the read/write logic).
read read
B and B and
Ccl CC! ccl ce ccCl ccl ce. Cccl ¥ cel ce. ccl ccl Cce! cel cel CcCl P
o Ttz 3"' bl o T2 3"' i
T B logic B logic
D Q D Q
\\H ”M \\H “M
4—to—16 4—to—16
decoder EN WE decoder EN WE
4 4
ADDR CS DATA-IN WE DATA-OUT ADDR CS DATA-IN WE DATA-OUT
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we have more than one bit slice,
the bit slices can share select lines!

How can we control which bit slice is active?
Add a second decoder!

ow does sharing two decoders across bit slices help?
A decoder for 220 cells implies 22° gates in decoder.
Two 10-to-1024 decoders require only 2048 gates.

5 8]

iz

6-bit ADDR ™

r@\

DATA-IN

DATA-OUT

read read
B aqd cel ce cel celll] |, B aqd
write 0 1 g P 2 1 3]t e ]Ts write
B logic B logic
D Q D Q
!
WE 4016 gy WE
decoder
4
CS DATA-IN WE DATA-OUT ADDR CS DATA-IN WE DATA-OUT
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=

ADDR(5:4]

-\A“DWI_ nm-mmmr

? IN —[ﬁ ouT

It’s called a tri-state buffer. N
Why?
There are three rows in EN IN | OuT
the truth table. 0 x Z

1 0 0

What does “Z” mean?

High impedance. The buffer
does not drive the output to a voltage.

1 1 1
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have seen always

when EN = 0?

EN—+—>o——o \OFF

EN—
output O or 1.
p Output connects
A tri-state buffer N to neither Vgg nor mw—
does not. to ground.
our our
So it’s going to
look different...
0
. — — [ \OFF
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when EN =1? EN One example: distributed mux.
Reduces to two |N’ Say that we want to choose amongst
inverters! — B four groups of N signals.
IN is copied IOI\IIJT We can of course use a mux:
to OUT °bring 4N wires together,

[ o select one group of N, and

1 o distribute the choice with N more wires.
[ ON *They’re becoming uncommon in modern desi fgns as they
v can make verification harder and limit performance.
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ate each output w1th tri-state buffers
4N buffers, 4 wires to carry EN signals),

o connect all outputs with N wires.
We call these N wires a bus.

The 4 EN wires ensure that only one of the four
groups of outputs is written to the N wires.

In other words, they act as a distributed mux.

The LC-3 computer datapath in Patt & Patel uses
a bus to move data from component to component.

o DATA-OUT is gated with tri-state buffers,

> so these lines float whenever
CS=0or WE =1.

In real memory chips, the same pins (wires)
can be used for DATA-IN and DATA-OUT.

For writes, the pins accept bits to store.

For reads, the tri-state buffers write the bits
from the memory cells onto the pins.
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construct a 2K*1xN-bit memory?
That is, twice as many addresses?

Notice that each 2kxN-bit memory
contains 25xN memory cells, so
two such memories contain 25*1N cells.

DATA-IN

ADDR ADDR
2kxN we  2KxN|
cs memory cs memory i
DATA-OUT DATA-OUT | |
N |

DATA-OUT
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construct a 2kx(2N)-bit memory?

That is, twice as many bits at each
address?

Notice again that each 2kxN-bit memory
contains 25xN memory cells, so
two such memories contain 25(2N) cells.
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DATA-IN[2N-1:N] DATA-IN[N-1:0]

. | PATAN . [PATAN
ADDR | ADDR »|ADDR |
, 2kxN we  25xN|[
E o|cg memory cs memory é
: DATA-OUT DATA-OUT | !
N N ;
Y

DATA-OUT[2N-1:N]  DATA-OUT[N-1:0]
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